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ABSTRACT Simple implementation and autonomous operation features make the Internet-of-Things (IoT)
vulnerable to malware attacks. Static analysis of IoT malware executable files is a feasible approach to under-
standing the behavior of IoT malware for mitigation and prevention. However, current analytic approaches
based on opcodes or call graphs typically do not work well with diversity in central processing unit (CPU)
architectures and are often resource intensive. In this paper, we propose an efficient method for leveraging
machine learning methods to detect and classify IoT malware programs. We show that reliable and efficient
detection and classification can be achieved by exploring the essential discriminating information stored
in the byte sequences at the entry points of executable programs. We demonstrate the performance of the
proposed method using a large-scale dataset consisting of 111K benignware and 111K malware programs
from seven CPU architectures. The proposed method achieves near optimal generalization performance for
malware detection (99.96% accuracy) and for malware family classification (98.47% accuracy). Moreover,
when CPU architecture information is considered in learning, the proposed method combined with support
vector machine classifiers can yield even higher generalization performance using fewer bytes from the
executable files. The findings in this paper are promising for implementing light-weight malware protection
on IoT devices with limited resources.

INDEX TERMS Computer security, machine learning, binary code, malware analysis, static analysis.

I. INTRODUCTION
Recent proliferation of Internet of Things (IoT) devices
brought revolutionary change to information processing and
daily life. A survey from Gartner [1] predicted that the number
of IoT-enabled devices will reach 24 billion by 2020. This
number was, in fact, surpassed by 10% by the end of 2019
as reported in [2]. This exponential growth in popularity of
IoT applications and devices has given rise to new security
challenges. With heterogeneous central processing unit (CPU)
architectures, constrained resources, limited interfaces, unsafe
default configurations, and difficult-to-patch software imple-
mentations, IoT devices have been found to be vulnerable to
many critical security breaches [3], [4]. According to a report

of security researchers from F-Secure, there were 2.8 billion
cyberattack packets observed at their global honeypot network
in the second half of 2019 [5]. Moreover, the source-code
release in the infamous Mirai attack triggered the spread of
IoT attacks and the growth of malware families [6]–[8]. How
to protect vulnerable IoT devices from being compromised
and how to mitigate attacks from IoT devices have become
critical, challenging issues.

Detecting and classifying malware is considered to be an
essential step before further behavior analysis of malware to
promote malware prevention and mitigation. However, CPU
architecture diversity and IoT-device resource constraints ren-
der traditional signature-based protection methods unsuitable,
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thereby hindering malware precautions and countermeasures.
While dynamic analysis, executing binary programs in a sand-
box environment to monitor their run-time behavior, is consid-
ered effective for Windows malware analysis, it suffers from
difficulties in performing consistent analysis upon varying
CPU architectures. Moreover, IoT devices with limited system
resources typically do not support on-device dynamic analy-
sis, thereby in turn rendering a malware protection method
based on dynamic analysis unfeasible.

Consequently, existing research has been focusing on ef-
ficient approaches based on static analysis, such as reverse
engineering of the binary programs of IoT malware [9]. In
related work [10]–[12], experimental results with high de-
tection rates were obtained by exploring the operation codes
(opcodes) and control flow graphs (CFGs) of IoT malware.
However, this related work did not take factors such as CPU
architecture into consideration, and the evaluation datasets
suffered from drawbacks such as limited scale and class im-
balance, which can result in biased results. Moreover, these
approaches are considered to be resource intensive, because
opcode sequences can be obtained only from advanced reverse
engineering tools.

In contrast to recent malware or applications on Windows
and Android, current IoT programs tend to be implemented
following common programming principles such as simplicity
and straightforwardness – obfuscation and evasive techniques
are used only rarely. Thus, we can take advantage of their
simplicity to devise an efficient and effective method for de-
tecting and classifying IoT malware. In this paper, we take
the sequence of bytes beginning at the entry point as the
input feature for machine learning methods. Generated by
a compiler or a linker, the entry point of an executable file
is the point at which the first instructions of a program are
executed. Consequently, byte sequences from the entry point
provide identifying information regarding the principal action
and semantics of the program, which can be used to differen-
tiate malware programs from benign programs (benignware).
Furthermore, compared with the opcodes or CFGs, extracting
the byte sequences from an executable file is straightforward
and does not require advanced tools. Experiments have shown
that we can achieve accurate malware detection and malware
family classification based on a few hundred bytes beginning
from the entry points.

To verify the performance of the proposed malware detec-
tion and family classification method across different CPU
architectures, we created a large-scale multi-platform dataset
consisting of IoT malware and benignware from a wide range
of CPU architectures, including ARM, MIPS, x86, x86_64,
PowerPC, SPARC, and Renesas SH. The dataset includes
111K benignware and 111K malware. The benignware sam-
ples were collected from commercial IoT-device vendors, in-
cluding D-Link, Zyxel, Netgear, IDIS, Belkin, and MikroTik.
The malware samples were downloaded from VirusTotal [13]
and include the most recent malware from eight families,
Mirai, Tsunami, Hajime, Dofloo, Bashlite, Xorddos, Android,
and Pnscan.

The machine learning methods examined to detect and
classify IoT malware include support vector machine (SVM),
k-nearest neighbor (KNN), naive Bayes (NB), and multi-
layer perception (MLP). Experimental results show that the
proposed method has promising generalization performance:
more than 99.96% accuracy for malware detection and more
than 98.47% accuracy for malware family classification, re-
spectively. The results show that byte sequences from the
entry point can serve as effective and efficient input features
for IoT malware analysis. An efficient malware protection and
mitigation solution can be implemented based on the findings
in this paper.

The contributions of the paper are as follows.
� We propose using byte sequences at entry points of ex-

ecutable and linkable format (ELF) executable files as
input features for IoT malware analysis;

� we provide a fast implementation of the N-gram method
which is suitable for dealing with byte sequence features;

� we evaluate a number of popular machine learning algo-
rithms on the feature set to demonstrate the efficacy and
efficiency of the proposal;

� we create the largest dataset thus far for IoT malware
analysis and compare the proposed method with related
work;

� we reveal the necessity to perform CPU-specific analysis
on IoT malware and provide solid results as proof of
concept.

II. BACKGROUND AND RELATED WORK
In this section, we provide background information regarding
IoT malware and review related work on IoT malware detec-
tion and classification with a focus on static analysis.

A. IOT MALWARE
Owing to commonly known vulnerabilities, such as weak,
guessable, or hard-coded passwords, lack of secure update
mechanisms, and insecure network services, IoT devices have
become the most attractive targets of malware. By taking
advantage of the vulnerabilities found on victimized devices,
attackers can take control of the infected devices and force
them to join the army of zombie devices known as the bot-
net. Consider Mirai, an infamous IoT malware, as an ex-
ample. This malware scans vulnerable IoT devices and con-
ducts brute-force login attacks using telnet or the Secure Shell
(SSH) protocol, based on a predetermined dictionary of lo-
gins and passwords. Once login is successful, it downloads
the malware executables and takes control of the victimized
system [14] through a stepping stone commonly known as
a command & control (C&C) server. After a botnet con-
sisting of multiple infected devices is created, the attacker
can conduct a distributed denial-of-service (DDoS) attack on
any target through the C&C server. The release of the Mirai
source code on GitHub in September 2016 led to a burst of
attacks abusing the botnet, followed by the emergence of a
large number of modified variants taking advantage of other
vulnerabilities. For example, instead of taking advantage of
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TABLE 1. Summary of Related Work

telnet or SSH, recent Mirai variants use known Remote Code
Execution vulnerabilities to conduct attacks.

Mirai’s source code is based on its predecessor, Bashlite or
Gafgyt, first discovered in 2014. While they both make use
of the vulnerabilities of known authentication credentials on
IoT devices and share many similarities, Mirai improves on
Bashlite on multiple fronts. See [14] for more information on
these two botnets.

Another well-known malware family is Hajime, which was
first identified by researchers in Rapidity Network [15]. Al-
though some of the attack patterns of Hajime are similar to
those of Mirai, they communicate with bots differently. Rather
than using a C&C server, Hajime makes use of a poplar peer-
to-peer (P2P) distributed hash table to download files [16].

Other well-known malware that target IoT devices include
Dofloo and Xorddos. Dofloo, also known as Spike, is a back-
door malware that conducts DDoS attacks. It encrypts its com-
mands using the Advanced Encryption Standard to avoid de-
tection and analysis [17]. Xorddos is a recent botnet malware
that targets Linux hosts on cloud systems. Recent research
reports that new variants of Xorddos begin to target exposed
Docker servers by searching for hosts with exposed Docker
application programming interface (API) ports [18], [19].

B. MALWARE DETECTION AND MALWARE FAMILY
CLASSIFICATION
Because traditional signature-based approaches cannot detect
unknown malware, most security vendors today have adopted
machine learning based solutions for malware detection and
mitigation. Machine learning methods can learn the feature
patterns from existing malware and use created models to
detect novel malware with high efficiency and accuracy. In
this section, we survey the most recent research on machine-
learning based IoT malware analysis. The basic information
of all of the reviewed methods is summarized in Table 1.

1) OPERATION CODE (OPCODE)
As the portion of machine language instructions that spec-
ifies the operations to be performed, opcodes are regarded
as one of the common features for malware detection.

Pajouh et al. [11] took the opcode sequences as distinguishing
features in the long short-term memory (LSTM) algorithm
and obtained 98.18% accuracy on a dataset consisting of 281
ARM-based malware and 270 ARM-based benignware. Dara-
bian et al. [12] counted the number of occurrences of each
opcode, and found that malware uses some specific opcodes
more frequently than benignware. The experimental results
showed that the classifier could reach an accuracy of 99% on
ARM-based IoT samples. The classic N-gram representation
has also been applied to opcodes to extract distinguishing
string features. Ding et al. [20] extracted opcode N-gram
features after using a disassembler for Windows portable exe-
cutable (PE) 1 files and trained a deep belief network to detect
malware with 98% accuracy. Similarly, Kang et al. [21] pre-
sented an approach based on opcode N-gram features for An-
droid malware family classification using NB, SVM, partial
decision tree (PART), and random forest. The experimental
results showed that SVM can achieve a 98% F-measure in
both malware detection and malware family classification.

2) GRAPH-BASED FEATURES
The most popular graph-based feature examined for malware
analysis is CFG – a data structure that represents the order
of opcode execution in a file. Alasmary et al. [22] extracted
CFGs and characterized the executables by graph features
including such features as numbers of nodes and edges, den-
sity, centrality, shortest path. Convolutional neural networks
(CNNs) were then used for the analysis and yielded 99.66%
accuracy for detection and 99.32% accuracy for malware fam-
ily classification. Nguyen et al. [23] focused on the detection
of IoT botnets by using printable string information (PSI)
graphs as the primary feature for learning. They used a deep
graph convolutional neural network (DGCNN) classifier and
obtained an accuracy of 92%.

1Portable executable format is a file format for executables, object code,
DLLs and others files used in 32-bit and 64-bit versions of Windows operating
systems.
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3) OTHERS
Su et al. [24] introduced a method for converting an ELF file
into a gray-scale image and conducting learning on the image
set. The algorithm first converts the file to a binary string, then
combines the binary values into a vector of bytes, and finally
transforms the vector into a gray-scale image. An accuracy of
93.33% on malware detection was obtained by applying deep
learning to the images.

Shahzad et al. [25] extracted 383 structural features includ-
ing section headers, symbol sections, and program headers
from ELF files. Then, forensic analysis was used to sort and
select useful features for learning. They evaluated the perfor-
mance by using rule-based machine learning classifiers such
as repeated incremental pruning to produce error reduction
(RIPPER) and obtained accuracy values greater than 99%.

Although these machine learning based solutions were able
to achieve a high accuracy in malware detection and clas-
sification, they did not consider an essential feature of IoT
executables, the diversity of CPU architectures. Since the in-
struction sets used on different CPU architecture are different,
knowledge regarding an executable file compiled on one CPU
architectures provides little generalization information for one
compiled on another CPU architecture, even if they are based
on the same source file. Therefore, analysis on a dataset con-
sisting of executables from different CPU architectures is typi-
cally not effective. While the dimension of the feature space is
significantly increased to cover a superset of opcodes from all
CPU architectures, little gain in generalization performance
can be expected.

In this sense, graph-based features that capture the high-
level characters of software behavior have the potential to
provide cross-platform generalization ability. Nevertheless,
they can also suffer from other drawbacks. First, as the gen-
eralization performance typically depends on the granularity
of the characterizing features, high-level but coarse features
typically do not yield better results than low-level refined fea-
tures. Second, extracting graphs from executables requires a
consistent tool across all CPU platforms, and this is never easy
to attain. Finally, the computing resources for obtaining graph
properties when the graph is large might not be available on
IoT devices with limited system resources.

C. BYTE SEQUENCES IN STATIC ANALYSIS
An executable file, or executable, commonly takes the form
of a binary file composed of sequences of bytes that contain
information regarding commands and data that can be inter-
preted by a machine to perform specific functions. Schultz
et al. [26] used byte sequences, DLL calls, and strings as
features in a machine learning method to detect PE malware
and achieved an accuracy of 97.11%. Li et al. [27] presented
a PE-malware detection method based on association rule
mining. They used N-grams to represent segments of byte
sequences and reported an accuracy of 94.67%. Ban et al. [28]
extracted a finite-length byte sequence at the entry point of an
executable to perform packer identification.

D. ENTRY POINT
Generated by the compiler, an entry point of an executable
represents the starting execution address of a program. The
executable file format of Linux is ELF and Listing 1 shows
the structure of a 32 bit ELF header, where the entry point is
defined in the e_entry field.

Listing 1 The structure of 32 bit ELF header
typedef struct elfhdr {

unsigned char e_ident[EI_NIDENT];
Elf32_Half e_type;
Elf32_Half e_machine;
Elf32_Word e_version;
Elf32_Addr e_entry;
Elf32_Off e_phoff;
Elf32_Off e_shoff;
Elf32_Word e_flags;
Elf32_Half e_ehsize;
Elf32_Half e_phentsize;
Elf32_Half e_phnum;
Elf32_Half e_shentsize;
Elf32_Half e_shnum;
Elf32_Half e_shstrndx;

} Elf32_Ehdr;

Consider a C program as an example. Typically, a program
is executed from the main() function, and GNU Compiler
Collection (gcc) uses _start symbol as an entry point to
initialize the main() function. However, a different entry point
address can be assigned intentionally during compilation.
Therefore, the entry point of one program compiled by an
author is likely different from that of a program created by
another author. The entry point also changes when an exe-
cutable is packed and encrypted. Although packers are well
developed and commonly used as an obfuscation technique
with Windows PE files, there have been very few cases ob-
served as with IoT executables.

III. METHODOLOGY
In this section, we describe the details of the proposed method.
Byte sequences obtained from executable files are taken as the
input features for machine learning algorithms for performing
IoT malware detection and family classification. Fig. 1 shows
an overview of our method which consists of three parts:
collecting ELF files (samples in the dataset) from different
sources, feature extraction and labeling for each sample, and
model training and evaluation following a standard pipeline of
machine learning processing.

A. DATA COLLECTION
According to a recent survey performed through Eclipse [29],
Linux OS has become the dominant OS for IoT gadgets,
working on more than 80% of the market. Consequently,
Linux OS has become the major target of IoT-oriented mal-
ware programs. Malware arrives at IoT devices in the form of
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FIG. 1. Overview of IoT malware analysis framework.

compiled ELF files, the standard binary file format for Unix
and Unix-like systems. Designed to be flexible, extensible,
and cross-platform, ELF can be used by different operating
systems on different hardware platforms.

We collect benign ELF files from officially released IoT
firmware images. As these executables are provided by IoT
vendors of Linux-based systems, they are taken as benignware
and are labeled negative in the dataset. The procedure of
collecting benignware is as follows:

1) Firmware images are downloaded from various IoT ven-
dors including D-Link, Zyxel, Netgear, IDIS, Belkin,
and MikroTik. During this process, customized down-
loading scripts are created to facilitate automated down-
loading from different IoT vendors.

2) After firmware images are collected, binwalk [30]
– a command that checks the file type – is used
to extract the ELF files from system locations such
as “/bin”, “/etc”, “/dev”, “/home”, “/lib”,
“/mnt”, “/opt”, “/root”, “/run”, “/sbin”,
“/tmp”, “/usr”, and “/var”.

3) Duplicated files are removed from the collection by
checking their uniqueness using hash functions such as
Secure Hash Algorithm 1 (SHA1).

4) These files are sent to VirusTotal and examined by dif-
ferent antivirus vendors to verify their class labels.

We collect malicious ELF files from VirusTotal [13] – a
website that aggregates many antivirus products and online
scanning engines to check for viruses that might be missed
by a single antivirus engine. The malware samples belong
to eight families including Mirai, Tsunami, Hajime, Dofloo,
Bashlite, XORDDoS, Android, and Pnscan. The family name
of a sample is decided by majority vote of the antivirus re-
ports from VirusTotal. For example, if eight antivirus engines
label a particular malware sample as Mirai, and two label

it as Tsunami, then we label the sample Mirai. A sample is
removed from the dataset if there is a tie or if fewer than five
engines vote for the winning label.

Previous work on binary file analysis has revealed that the
binary code at the entry point of packed binaries contains
basically information regarding the packer [28], [31]. For a
packer-obfuscated ELF file, the entry point no longer contains
run-time information regarding the original entry point of the
program. To retain the coherence of the dataset, we remove
the packed samples detected by Radare2 [32].

B. FEATURE EXTRACTION
The entry point indicates the position which the processor
enters a program or a code fragment and begins execution.
Since executables generally perform different operations at
the starting point, we use the byte sequences at entry points
to detect whether an ELF file is malware. As Fig. 2 shows,
executables created from different sources generally differ
drastically. For a program that is subject to modification, for
example, subvariants of the same malware, the code sequence
tends to be highly similar to the original as long as the source
code that corresponds to the starting section of the executables
is not totally rewritten.

The procedure for creating a numerical feature vector from
a byte sequence extracted at the entry point is as follows.
First, we locate the entry point of an ELF file by checking
the e_entry field of the ELF header. Second, we use pwn-
tools [33] to take the first L bytes starting from the entry point
as the input of the algorithms. Choosing an appropriate L
value enables us to ignore irrelevant information such as data
segments following the code segment. Moreover, the L value
also helps to balance the quantity of information explored in
the code related to the computation complexity of the learn-
ing. For a file that is not sufficiently long, the byte sequence is
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FIG. 2. Opcode sequences extracted at the entry points of different executables.

FIG. 3. Example of extracting 4-grams from a byte sequence (L = 10).

zero-padded to length L. Then, we follow the feature extrac-
tion conventions for N-gram models. Typically, N-grams are
used in natural language processing to build learning models
based on contiguous sequences of length N . An N-gram in
our setting represents a substring (contiguous bytes) of length
N extracted from the original byte sequence. Fig. 3 shows an
example of extracting 4-gram features from a byte sequence.

Based on the N-gram representation, an executable can be
formulated as a numerical vector, where each dimension of
the vector corresponds to a specific N-gram and the value
along the dimension is the frequency of the N-gram in the
byte sequence. Owing to the extraordinarily high dimension
of all N-grams occurring in the dataset, we use a sparse repre-
sentation to reduce the memory consumed during learning.

C. CLASSIFICATION METHODS
The sparsity and high dimensionality of the N-gram rep-
resentation render it intractable for many machine learning

algorithms. In this section we select four classification meth-
ods that can deal efficiently with high dimensional sparse data,
SVM, KNN, NB, and MLP. We use these classifiers to build
prediction models for the dataset created under the process
introduced in Section III-B.

SVM is a supervised learning model that finds a hyper-
plane with maximized margin to distinguish samples from
two classes. We use SVM to solve a multi-class classification
problem following the one-against-all convention: For an m-
class problem, we first construct m binary SVM classifiers,
each of which separates one class from the rest. Then, we
determine the predicted label by a majority vote of all of the
classifiers.

KNN is a popular classification algorithm – a sample is
classified by a majority vote of its k-nearest neighbors. The
results of KNN indicate well how much discriminant infor-
mation can be captured in the similarity function defined on
the feature vectors. As generalization is deferred until a query
sample is known, the computational cost of KNN in prediction
(depending primarily on nearest neighbor search for the query
sample) tends to be intensive even for datasets with moderate
sample sizes.

NB is a classifier based on Bayes’ theorem. It assumes that
all of the features are statistically independent – the value of
a particular feature is independent of the value of any other
feature. While requiring that the number of parameters be
linear in the number of features, NB classifiers are highly
scalable, a fact that satisfies the requirements of our learning
task well.

MLP is a class of feedforward artificial networks consisting
of at least three layers, an input layer, a hidden layer, and an
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FIG. 4. Sample distribution among different CPU architectures.

output layer. MLP makes use of a supervised learning tech-
nique called backpropagation for training. In our experiment,
we used two hidden layers of 50 nodes each.

IV. EXPERIMENT
We evaluated the performance of SVM, KNN, NB, and MLP
on two learning tasks: malware detection, which aims to dif-
ferentiate malware executables from benign ones, and mal-
ware family classification, which aims to predict the category
of a malware executable among known families. Our experi-
ments are based on scikit-learn [34] implemented in Python
3.7.

A. DATASET
Following the process introduced in section III-A, we col-
lected 222,963 ELF executable files from IoT devices. In the
dataset, 111,353 files are benignware and 111,610 are mal-
ware. The distribution of the samples among different CPU
architectures is shown in Fig. 4. As shown in the figure, the
two most popular CPU architectures for malware are ARM
and MIPS. We failed to collect sufficiently many benignware
samples for Renesas SH and SPARC: no firmware images are
publicly available for Renesas SH, and most of the firmware
images of SPARC are encrypted. Fig. 5 shows the distribution
of the malware executables among different malware families.
The numbers of Mirai and Bashlite samples are much greater
than the others because of the release of source code.

B. VISUALIZATION
To enhance understand of the data distribution, we use uni-
form manifold approximation and projection (UMAP) [35]
to visualize the data in a two-dimensional (2-D) embedding
space. UMAP is a nonlinear dimension reduction method that
can be used to approximate the relationships among high-
dimensional data in a low-dimensional layout. It is compu-
tationally efficient and can deal with large high-dimensional
datasets. Fig. 6(a) shows the 2D visualization result of a subset
of 100 benignware samples and 100 malware samples with
L = 512 and N = 4. In the figure, a green point represents a

FIG. 5. Sample distribution among different malware families.

FIG. 6. UMAP 2D visualization of sample distribution.

benignware sample and a red point represents a malware sam-
ple. We can see that despite the low dimension of the layout,
there is high separability between benignware samples and
malware samples: a benignware sample falls close to other
benignware samples but apart from malware samples. High
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TABLE 2. Settings for Parameter Tuning

separability implies good prediction performance for malware
detection.

The distribution of a subset of 200 malware samples among
different malware families is shown in Fig. 6(b). In the figure,
each unique color indicates a different malware family. In
contrast to the previous figure, except for the two malware
families, Android and Tsunami, there are no clear boundaries
that can separate samples from different malware families in
the 2D embedding. This indicates that malware family classi-
fication is more difficult: as samples from different malware
families are intermingled, there is a greater chance for a clas-
sifier to make incorrect predictions.

C. PARAMETER TUNING
As is commonly known, the generalization performance of
learning algorithms relies heavily on the hyperparameters
used to train the model. Given a training set A and a test
set B, we tune the parameters of the algorithms to be used
following the procedure below, using grid search. For each of
the parameters of a given model, we define a series of values,
i.e., grid values, then all possible combinations of grid values
on different parameters form a pool of parameters settings.
From the pool, the parameter setting with the best classi-
fication result is determined using 10-fold cross validation.
First, A is shuffled randomly and split evenly into ten groups,
Ai(i = 1, . . . , 10). For the i-th run, Ai is taken as the testing
set while the rest of the data, A\Ai, is used as the training
set. Then the classification model is trained based on A\Ai
and evaluated on Ai. For each parameter setting, this process
is repeated 10 times over Ai(i = 1, . . . , 10) and the average
accuracy is used to measure the classification performance of
the parameter setting. Table 2 lists the grid values of all the
parameters that we have examined for each classifier.

As an example of parameter tuning, Fig. 7 shows the tuning
process of the length parameter, L, for malware detection
using SVMs. The blue line depicts the overall prediction ac-
curacy averaged from all of the combinations of (N , C) for
each L parameter. The green line shows the average train-
ing time used to build the models with each L parameter.
From the graph, we can see that the accuracy first grows
as L increases from 128 to 384; and begins to drop after L
surpasses 640. At the same time, the training time continues
rising as L increases. The best accuracy is obtained at L = 384
and L = 640. However, the training time at L = 640 almost
doubles that at L = 384. This result suggests that 384 is the
most suitable input byte-length value for SVMs.

Fig. 8 shows the process of tuning parameter N for SVMs.
Lines represent the averaged accuracy obtained with different
N values (from three to seven in the graph). According to the

FIG. 7. Tuning parameter L using 10-fold cross validation for SVM. L is
selected from {128, 256, 384, 512, 640, 768, 896, 1024}.

FIG. 8. Tuning parameter N using 10-fold cross validation. N is selected
from {3, 4, 5, 6, 7}.

previous result on tuning the L parameter, L = 384 gives the
best result. With this setting, N = 4, N = 5, N = 6 yield the
same highest accuracy. We chose N = 4 for SVMs in later
evaluation as it provides a feature space with far fewer dimen-
sions and thus consumes less training and prediction time.

D. EVALUATION METRICS
The parameter setting with the best classification result is
selected from the pool to train an overall model using A and
then the model is evaluated on test set B. We make use of
widely used metrics including accuracy, precision, recall, and
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TABLE 3. Evaluation Results for Malware Detection

TABLE 4. Evaluation Results for Malware Family Classification

false positive rate (FPR) to measure the generalization perfor-
mance of the classifiers. These metrics are defined based on
the following intermediate measures.
� True positive (TP): samples classified correctly as posi-

tive;
� False positive (FP): samples classified incorrectly as pos-

itive;
� True negative (TN): samples classified correctly as neg-

ative;
� False negative (FN): samples classified incorrectly as

negative.
Accuracy is the probability of test samples being classified

correctly:

Accuracy = T P + T N

M
, (1)

where M is the total number of samples used for evaluation.
Precision is the probability of predicted positives being clas-
sified correctly:

Precision = T P

T P + FP
. (2)

Recall is the probability of the samples in the positive class
being classified correctly:

Recall = T P

T P + FN
. (3)

FPR is the probability of negative samples being assigned
incorrectly to the positive class:

FPR = FP

FP + T N
. (4)

E. NUMERICAL RESULT
We design two experiments to demonstrate the performance
of the proposed approach. The first experiment is conducted
on an overall dataset consisting of all of the samples in our
dataset. In the second experiment, the evaluation is conducted
on eight subsets formed by taking all samples from the same
CPU architecture respectively. See Fig. 4 for information re-
garding the sizes of the subsets. Following the procedure in-
troduced in section IV-C, we chose the best parameter settings
for each classifier independently. The selected parameter set-
tings are shown in the rightmost column in Tables 3 and 4. We
report the evaluation results based on 10-fold cross validation.

FIG. 9. Malware detection results using SVM with N = 4.

That is, results in the tables are the average numbers over ten
independent runs with the training and test sets determined by
10-fold cross validation.

1) IOT MALWARE DETECTION
The malware detection experiment aims to evaluate the dis-
criminating performance of the proposed method in differ-
entiating malware samples from benignware samples. The
typical scenario involves raising some form of security alert
to warn the user when a downloaded program is recognized as
malware. Table 3 shows the evaluation results of all examined
classifiers. All of the classifiers yield near optimal results with
accuracy greater than 99%, indicating that the byte sequences
at the entry point carry essential information for differenti-
ating malware from benignware on all IoT platforms. SVM
provides the best accuracy of 99.96% with a slightly longer
training time than other methods. In addition, it requires the
least time for making a prediction. SVM requires only a D
dimensional vector and a bias parameter to make a prediction,
where D is the dimension of the feature vectors. Its high
generalization performance and efficiency in prediction make
it the most suitable for IoT devices.

Taking SVM as an example, Fig. 9 shows how input byte
length affects the performance of the classifier. The best ac-
curacy is retained when L varies from 256 to 640, and the
accuracy drops when L is set to values outside of this range.
This result indicates that for IoT executables, the first 300 to
600 bytes carry the most discriminating information to differ-
entiate malware from benignware. A value less than 300 might
lead to information loss and a value greater than 600 might
introduce information extraneous to the data. In this task,
because of the near optimal performance of the algorithm, the
precision and recall on the malware class are very close to the
accuracy values, shown as overlapped lines in the figure.
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FIG. 10. Malware family classification results using SVM with N = 4.

Using a shorter byte length, KNN yields 99.73% accuracy,
which is a bit less than SVM, using a training time (to build
an indexing data structure to support fast nearest neighbor
search) 20% of SVM’s. KNN must store all of the training
data together with the indexing data structure in the main
memory to support fast nearest neighbor search. It also re-
quires more time to make a prediction than SVM.

With slightly longer input byte lengths, NB and MLP pro-
duce results slightly inferior to those of SVM. These two
algorithms require only moderate memory to store models for
prediction, a fact that is also reflected in the testing time cost.

2) FAMILY CLASSIFICATION
Malware family classification aims to predict the category of a
detected malware among the listed known families. Informa-
tion regarding the malware family can enable the user to ap-
ply appropriate mitigation strategies for preventing malware
infection or reducing damage from the malware. The malware
family classification results of all of the classifiers are shown
in Table 4. SVM achieves the highest accuracy of 98.47%,
while KNN and MLP show slightly lower accuracies. NB
yields an accuracy of 96.76% which is the lowest for the four
classifiers.

Fig. 10 shows the generalization performance of SVM clas-
sifiers obtained with different input byte lengths. The best
performance is obtained at L = 1024: the highest accuracy
and recall, and the second highest precision, which is slightly
less than the precision at L = 896. Inferior performance is
obtained when L is set to smaller values: When L = 256,
precision and recall are both less than 89%. The comparatively
longer input byte length required for malware family classifi-
cation to obtain the best generalization performance demon-
strates the greater complexity in malware family classification
than in malware detection: more distinguishing information is
required to differentiate malware from different families than
benignware.

3) CPU-SPECIFIC RESULTS
In this experiment, we divided the dataset into eight subsets
based on the supported CPU architectures of the samples.
Since there are insufficiently many benignware samples on
SPARC and Renesas SH to form a proper dataset, we omit
the experiments on these two architectures.

Fig. 11 shows the data distribution in the embedded 2D
space, with each unique color representing a different CPU
architecture. To enhance the readability of the figure, we use
a subset consisting of 400 samples of the dataset for visual-
ization purposes. We have confirmed that using UMAP on the
full dataset produces a layout similar to the one shown in the
figure. We can see that samples from the same CPU archi-
tecture form tight clusters. Within the clusters, benignware
samples and malware samples, as denoted respectively by
colored disks and plus signs, still show clear separability. This
result encourages us to pursue a CPU-specific classification.

Table 5 shows the results of malware detection and family
classification among specific CPU architectures. We report
only the results of SVM and KNN in the table to enhance
readability. NB and MLP show generalization performances
comparable to those of SVM and KNN.

For malware detection, SVM (L = 256 and N = 4) reaches
accuracy values greater than 99.96% on all CPU architec-
tures except on x86_64. With the same parameter settings,
KNN yields accuracy values greater than 99.73% except on
x86_64. Note that 99.96% and 99.73% are the accuracy values
obtained using the overall dataset. These results show that
CPU-specific analysis can further improve the generalization
performance of the classifiers.

For malware family classification, SVM (L = 1024, N =
4) yields accuracy values greater than 98.47% on four out
of eight CPU architectures, ARM, SPARC, Renesas SH, and
Unknown. For three of the four remaining CPU architectures,
MIPS, X86, and PowerPC, SVM produces accuracy values
very close to 98.47%. The CPU-specific analysis provides in-
ferior performance only on x86_64. KNN also yields accuracy
values greater than or very close to 98.15% on seven of the
eight CPU architectures.

Performance of malware detection and malware family
classification on x86_64 is always slightly lower than on other
platforms. A possible explanation for this result is that the ex-
ecutables collected for the x86_64 architecture might include
files from a wide range of Linux distributions, rendering the
classification tasks more complicated.

We compare the results of the two scenarios in Table 6.
Numbers in the table are the weighted averages of the numbers
reported in Table 5 according to the following equation:

Weighted Metric = 1

M

C∑

i=0

mi · Metric(i), (5)

where C is the number of CPU architectures in the experiment,
M the total number of samples in the dataset, and mi the num-
ber of samples on the i-th CPU architecture. According to the
malware detection results in the table, the weighted average
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FIG. 11. UMAP 2D visualization of sample distribution: benignware and malware on different CPU architectures.

TABLE 5. Results of CPU-specific Analysis

TABLE 6. Result Comparison in Two Scenarios

of the accuracy values from CPU-specific SVM models is
99.96%, same as the 99.96% obtained from the overall SVM
model on the full dataset. A similar conclusion applies to

the precision and recall metrics. Moreover, the CPU-specific
experiments of family classification yields an accuracy value
of 98.47% which is identical to the result obtained from the
overall model on the full dataset. However, this time we obtain
much greater precision and recall values. A similar result can
be observed on the results from the KNN classifiers. The
improved performance using SVM and KNN confirms that
information on CPU architectures can further improve the
generalization performance of the classifiers both on malware
detection and malware family classification.
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TABLE 7. Performance Comparison With Related Work

V. DISCUSSION
A. COMPARISON WITH RELATED WORK
In this experiment, we compare the proposed approach with
those in related work on malware detection and malware
family classification. As reviewed in section II-B, different
types of features are explored in the literature in connection
with IoT malware analysis. We implement the opcode-based
method introduced by Kang et al. [21] and the method pro-
posed by Shahzad et al. [25] which makes use of information
extracted from ELF headers. Because the cited methods suffer
from scalability problems, we use a subset of 20K ELF files
consisting of 10K malware and 10K benignware for evalua-
tion.

The results shown in Table 7 of each classifier include
time cost for feature extraction, accuracy, training time, and
testing time. Although the time cost for feature extraction
and training for the method in [25] is the fastest, its gener-
alization performance is the worst on both malware detection
(96.94% accuracy using SVM) and malware family classifi-
cation (82.94% accuracy using SVM). This result indicates
that the information in ELF headers contains considerable
discriminating information for malware detection, but that is
not enough to differentiate malware families. The accuracy of
the method in [21] performs as well as the proposed method,
but it requires much more time to extract features from files
and to perform model training. The heavy costs in time and
system resources render methods based on opcode features
not suitable for IoT devices with limited resources.

The proposed method yields the highest accuracy on mal-
ware detection (99.54% using MLP) and the second high-
est accuracy on malware family classification (96.48% using
MLP). Moreover, the time cost for feature extraction is only
0.036s. These results show that the proposed method is more
efficient and effective than existing methods.

B. LIMITATION ON MALWARE FAMILY CLASSIFICATION
In section IV-E, we observed that malware family classifica-
tion is inherently more difficult than malware detection. To

FIG. 12. Confusion matrix for malware family classification.

investigate further which malware family is the most diffi-
cult to predict correctly, we examine the confusion matrix
that stores the misclassified samples among different malware
families. Fig. 12 shows the average number of misclassified
samples in the confusion matrices obtained from 10-fold cross
validation. We can see that most of the samples other than a
portion of Mirai and Bashlite samples are classified correctly.
This indicates that the byte sequences from entry points do
not provide sufficient discriminating information for a portion
of the malware from these two classes – a problem caused
directly by the shared source code of the two types of mal-
ware. More bytes from the ELF file or other features such as
opcodes might help to improve the performance of a malware
family classifier.

VI. CONCLUSION
In this paper, we proposed a novel approach for detecting
IoT-oriented malware and classifying their families based on
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the byte sequences extracted from ELF files. The experimen-
tal results on malware detection showed that a near optimal
accuracy greater than 99.96% could be obtained using the pro-
posed approach, and the performance can be improved further
using CPU-specific models. Our method can also determine
the malware family with greater than 98.47% accuracy. The
results show that the proposed method outperforms existing
solutions in terms of efficacy and efficiency. We believe that
promising solutions for IoT security can be developed based
on the findings of this paper.
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